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Results ꞉ Supervised MethodsParrallel Random Forest [3]

U-Net Deep Learning Model [4]
10µm

RFU-NETOverlapCell Body
RFU-NETOverlap

Nucleoli anddense structures

RFU-NETOverlapConnective tissue

Training data is labeled by hand.The model computes weights of the trees to match the training data 
This process uses human input totrain a series of decision trees. The decisiontrees compare various features of the input pixelto the weights. The class is assigned by majorityvoting of all the trees in the forestWe substract the references to the data. Similarity between a reference and the sample is highest when the result of the substraction is minimal

Results ꞉ Manual ProcessingChan-Vese Segmentation [2]

Reference based classification
Cons ꞉Not based on AIVery sensitive to image contrast Pros ꞉ Low CPU/GPU Resource DemandNo need for up/down scaling

10μm

Results ꞉ Unsupervised MethodsK-Means Clustering [1] 

10μm

Extracted from [5]XNH꞉ 3D reconstructed volumes of unstained tissues by phase‑contrast tomography (Beamline ID16A)

SAXS ꞉ 2D map of X-Ray scattering intensity (Beamline ID13) 

Imaging modalities

10μm
SAXS is valuable for investigating the size, shape and arrangement of component at the nanoscale

This technique requires two reconstruction steps ꞉1) Phase retrieval2) Tomographic reconstruction
Thanks to the high coherence of the synchrotron beam, X-ray Nano Holotomography can map the electron density in a sample with a resolution at the nano scale.  

3Voxel Size ꞉ 110x110x110 nmExposure time ꞉ 200 msN° of projections ꞉ 2000Energy ꞉ 17 keV

2Pixel size ꞉ 100x100 nm 2Field of View ꞉ 80x80 μmExposure time ꞉ 25 msEnergy ꞉ 17 keV 

AIMBrain organoids are tissues cultured in-vitro from human stem cells. They recreate a 3 dimensional structure of the brain.Organoids can be used in various research areas such as ꞉ neurodevelopmental studies, disease modeling or drug screening.The instrumentation provided byESRF beamlines ID16A and ID13 allows to image such structures at the nanoscale.The aim of this project is to develop machine learning workflows to segment the provided data for futher analysis. 
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